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@ Introduction: Explosion in Quantity of Data

O Big Data Characteristics
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EniaC = — LHC
X 6000000 = 1 (40 TB/S)
Air Bus A380 e
- 1 billion line of code  — -"“"""- 640TB per
- each engine generate 10 TB. —_ Flight
every 30 min == .
S ———
Twitter Generate approximately 12 TB of data
perday
New York Stock Exchan(jé late ._.’4_,\,% *

everyday c—

storage capacity has doubled roughly every
three years since the 1980s



Science

= Data bases from astronomy, genomics, environmental data,
transportation data, ...

Humanities and Social Sciences-—

= Scanned books, historical documents,
technology like GPS ...

Business & Commerce ‘
= Corporate sales, stock market transactlons census alrllne traffic, .

Entertalnment

Medicine —
= MRI & CT scans, patient records, ...
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What we do with these amount of data?




Big Data?

- What is big today maybe not big tomorrow

- Any data that can challenge our current technology
iIn some manner can consider as Bi .
- Volume
- Communication
- Speed of Generating
- Meaningful Analysis

Big Data Vectors (3Vs)'

tH—| —
"Big Data are , and/or = i';'f'ﬁ;*’jﬁ[
information assets that requwe new forms of processing to enable —
enhanced decision making, insight discovery and process =
optimization”

Gartner 2012



Big Data Technology

BB Big Data: The Moving Parts

/'.‘,.'r/"l".“v“v;‘y?;)i‘! ty Hadoop HM
Vertica SciPy
MapReduce
Mahout
Esper
MATLAB |
kdb v /,./‘ BPC u
Grosnplifn Revolution R
ETL Netezza SPSS . AMPL
- Business

ECL Teradata SAS Objectives
Fast Data Big Analytics ’ Deep Insight

From http://blogs.zdnet.com/Hinchcliffe

the growth of data will be exponential for the foreseeable future

terabytes petabytes exabytes zettabytes

the amount of data stored by the average company today



- high-volume
amount of data

- high-velocity o
Speed rate in collecting or acqﬂmnﬁ@ or

- high-variety ==
different data type such as audio, V@E\We data (mostly

unstructured data) —

processing of data




Cost of processing-1 Petabyte of
data with 1000 node ?

1 PB = 10*> B = 1 million gigabytes = 1 thousand terabytes

——— s
- 9 hours for each node to process 500GB at rate of 15MB/S
- 15*60*60*9 = 486000MB ~ 500 GB .
- 1000 * 9 * 0.34% = 3060% for single run

- 1PB=1000000 /500=2000 *9=__ |4
18000 h /24 = 750 Day E——

- The cost for 1000 cloud node each
processing 1PB
2000 * 3060% = 6,120,000%




administrati
and Development Initiative
84 different big data programs spread across six departments

Private Sector
- Walmart handles more than 1 million customer transactlons every hour,
which is imported into databases estlmate;l..to-ecnt'e"un more than
2.5 petabytes of data B
- Facebook handles 40 billion photos fromm;;lse
- Falcon Credit Card Fraud Detection System protects 2.1 billion active
accounts world-wide —

Science
- Large Synoptic Survey Telescope wi
140 Terabyte of data every 5 days. —_
- Large Hardon Colider 13 Petabyte damfw |
- Medical computation like decoding human Genome =
- Social science revolution
- New way of science (Microscope example) =

announced the Big Data Research
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- The U.S. could face a sh t'age by 2018 of 140,000 to 190,000 people with
"deep analytical talent" and of 1.5 million people capable of analyzing data
In ways that enable business decisions. (McKinsey & Co)

- Big Data industry is worth more than $100 billion
growing at almost 10% a year (roughly t\NiWhe software business)

= Qracle
= Exadata
= Microsoft T —
'!&QM\-[H; ~
= HDInsight Server i
" |IBM =

= Netezza



- Oakland A's' front office took advantage of more analytical gauges
of player performance to field a team that could compete
successfully against richer competitors in MLB

- Oakland approximately $41 million in salary,
New York Yankees, $125 million in payroll that samm\
Oakland is forced to find players undervalued by the:maﬂ@r'

MONEYBALL

JONAH HILL PHILIP SEYMOUR HOFFMAN
BASED ON A TRUE STORY
e oy 14001 § 2000 CO0C wem 19 27 500




- predictive modeling —=data mining for

- mybarackobama.com inﬁ@zedad targeting
- drive traffic to other campaign sites =
Facebook page (33 million "likes") wdéta app

YouTube channel (240,000 subscribers
and 246 million page views). - YouTube channel( 23 700 subscribers
- a contest to dine with Sarah Jessica Parker 326 mill ion

- Every single night, the team ran 66,000 - — ‘
computer simulations, Reddit!!!

- Amazon web services




Usage Example in Big

N
- \

Data Analysis prediction for US 2012 Election

Drew Linzer, June 2012 media continue reporting the race as very

332 for Obama, tight
206 for Romney

State-by-State Probabilities

Nate Silver’s, Five thirty Eight blog
Predict Obama had a 86% chance of winning
Predicted all 50 state correctly

Sam Wang, the Princeton Election Consortium
The probability of Obama's re-election
at more than 98%




legration is Multidisciplinary
»>Less than 10% of Big Data world are genuinely relational
»Meaningful data integration in the real, messy, schema-less
and complex Big Data world of database and semantic web
using multidisciplinary and multi-technology methods

go—t "

—

» The Billion Triple Challenge __ B «ua}

»Web of data contain 31 billion RDi%at 446million of
them are RDF links, 13 Billion government data, 6 Billion

geographic data, 4.6 Billion Publlcatren-and Media data, 3 Billion
life science data —
»BTC 2011, Sindice 2011 _

» The Linked Open Data Ripper

»Mapping, Ranking, Visualization, K‘W]‘Ma{chulg\w

» Demonstrate the Value of Semantics: let data integration drive

DBMS technology
»Large volumes of heterogeneous data, like link data and RDF

m&i_,_iu,,\
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1- Automating Research Changes the Definition of Knowledge

2- Claim to Objectively and Accuracy are Misleading

3- Bigger Data are not always Better data

4- Not all Data are equivalent

5- Just because it is accessible doesn’t make it ethical =~

| T
6- Limited access to big data creatrs new digital divic S



.

1- What happens in a world of radical transparency, with data widely available?

2- If you could test all your decisions, how would that change the way you
compete? 1

3- How would your business change if you ummdespread, real
time customization? - T

ﬁ\
~ ‘“’?




R —— S
Platforms forLarge-scale Data Analysis
= Parallel DBMS technologies
= Proposed in late eighties
= Matured over the last two decades —
= Multi-billion dollar industry: Proprietary DBMS Iénglnes iIntended
as Data Warehousing solutions fo%merpnses

" Map Reduce - —=
= pioneered by Google S —
= popularized by Yahoo! (Hadoop) :




Overview:
= Data-parallel programming model

= An associated parallel and distributed

implementation for commaodity clusters
Pioneered by Google

= Processes 20 PB of data per day
Popularized by open-source Hadoop

= Used by Yahoo!, Facebook, L,

Amazon, and the list is growing ... =

= Popularly used for more than two decades

Research Projects: Gamma, Grace, ...

Commercial: Multi-billion dollar
industry but access to only a privileged

—

Relational Data Model
——— =
Indexing-.___
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Aapk educe Advantages

= Automatic Parallelization:

= Depending on the size of RAW INPUT DATA = instantiate
multiple MAP tasks

= Similarly, depending upon the number-of intermediate
<key, value> partitions =» instantiate multiple REDUCE

tasks ——
" Run-time: ;*\‘

= Data partitioning —
= Task scheduling iy -
= Handling machine fallures

= Managing inter-machine commumt&HK

= Completely transparent to the
programmer/analyst/user
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Implementati

duce.vs Parallel DBMS

Schema Support v Not out of the box

Indexing v Not out of the box

Imperative

Declarative (C/C++, Java, ...)
(SQL) Extensions through

Pig and Hive

Programming Model

Optimizations
(Compression, Query v Not out of the box
Optimization)

Flexibility Not out of the box v

Coarse grained

: v
techniques

Fault Tolerance




» As of 206, the en
contain close to 500 exabytes. This is a half zettabyte

> the total amount of global data is expected to grow by 48% annually
to 7.5 zettabytes during 2015.

2012




What is a spatial Database SysterrI

1 What is a Spatial Database System?

Requirement: Manage data related to some space.

Spaces: 2D or"2.5D" or 3D

geographic space (surface of the earth, at large or small
scales)

— GIS, LIS, urban planning, ...

the universe

—> astronomy

a VLSI design

a model of the brain (or someone's brain)
—> medicine

a molecule structure

— biological research

Characteristic for the supporting technology: capability of managing IarEe
collections of relatively simple geometric objects 4



pictorial database

e —

image o —
geometric
geographic

spatial
A database may contain

ions of raster images

objects in some of some space

spatial databﬁ'\!;« ~image database

—— LE‘?_::;

= analysis,

= feature extraction —



(1) A spatial database system \ database system
(2) It offers spatial data types in its data model and query language

(3) It supports spatial data types in its implementation, prowdmg at least spatial

indexing and efficient algorithms for W —

= Focus : describe fundamental problems and kﬁawn SO 1Sin a
coherent manner. | -

2 Modeling

3 Querying ' \

4 Tools for Implementation: Data Structures and Algorithms

5 System Architecture =
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1. What needs to be represented?

2. Discrete Geometric Bases —
3. Spatial Data Types / Algebras
4. Spatial Relationships -\\...*

5. Integrating Geometry into the:-DB.
Model =



=  Two views:
(i) objects in space

(i) space itself

= (i)  Objects in space

= city Berlin, ..., population: 3 500 000, Cl{;yb\--;.._
river Rhine, ..., route:

(i1) Space

 land use maps (“thematic maps™)

 partitions into states, counties, municipalities, ...



= \:\\\\ .\

e consider:

2. modeling spatially related collections of objects

1. Basic abstractions for modeling single objects:

tion in space, but not the extent, is relevant

* line (polyline) f’Q@ay
moving through space, connections in space ==

* Region forest lake city

= abstraction of an object with extent

city
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« Partition N

land use
Districts
Iand ownership

I”lVll”?

8&?0"]

« Spatially embedded —

OFOHOI

L ays StI’GEtS

l
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—

Others: ~— Transpor
« nested partitions Rivers _
sl electricity, phone —

models



Is Euclidean geometry a suitable base for modeling?

Problem: space is continuous —

computer numbers are discrete

—

p=(xY) € |R? A
p=(xy) € real xreal = —
IsDonA S

Is D Properly contained
in the specified area




mtersectlon pomts Wlthln geometrlc operatlons

Definition of geometric types and operations .
Geometric Bases

Treatment of numeric problems upon updates t i metric basis

Two approaches:

 Simplicial complexe§‘\ — —
\"""'ﬂ-@% Hr*

—_—

e Realms



0-simplex . 3-simplex

1-simplex

/ = s &

Simplicial complex: finite set of simplices such that the
Intersection of any two sim- plices is a face.



iﬁéa'lm\(fm tuitive notio

(all points and Ilnes) ofrﬁppllcatlon

=Realm (formally): A finite set of points and line segments

defined over a grid such-th

1-each point or end point of a segmehmint
= :

——

2-each end point of a segment is also ”amm%the realm

3- no realm point lies within a segme =

>\ )
4-any two distinct segments do neither intersect nor over- ‘*‘é“;

——






Numeric problems are treated below the realm layer:

Application data are sets of points and intersecting line seg- ments. Need to
Insert a segment intersecting other segments. Basic idea: slightly distort both

segments.




Segments.can move!
Point Is now on the

wrong side of Al




Concept of Greene & Yao (1986): Redraw segments
within their envelope.

e ——

Segments are “captured” within their envelope; can never
cross a grid point.



= “general structure” of values <> closed under set operations/on
e - . -
the underlying point sets-

« precise formal definition of SDT values and functions

« definition in terms of finite precision arithmetics

« support for geometric consistency.-of-spatially related !J
objects —— -




~ Most impor perations of spatial algebras
(predicates). E.g.'fin\d all objects in a given
relationship to a query object.

 topological: inside, intersects, .
- - - _'“'."
adjacent ... (invariantunder
translation, rotation, scalmﬁ\

« direction: above, below, noi’th*e:f

* metric: distance < 100




Geo-Relational Algebra

= Relational algebra viewed as a many-sorted algebra (relatlo
= + atomic data types

cities cname center cpop

STE. POINT NUDM



Operations: Geometric Predicates

POINT = POINT
LINE = LINE

REG =« REG

GEO < REG inside

EXT <« EXT intersects
AREA « AREA is neighbour of

intersects iS_]lE‘.‘i-Eil’thll"_ﬂf



Geomteric Relations operations

LINE® x LINE* S POINT* intersection
LINE* x REG* — LINE*

intersection

PGON* x REG*  — PGON*

AREA* x AREA* — AREA*  overlay
EXT* — POINT*  vertices
POINT* x REG — AREA*  voronoi
POINT* x POINT — REL closest

voronoi

overlay




following extensions: .

representations for data types of a spatial algebra
procedures for atomic operations
spatial index structures =

access operations for spatial indices

spatial join algorithms

= - \
- - . ¥ 4}}-& — —— : E;’»“
extensions of the optimizer to map queries |rTf6The~spe;ma\ gue

processing methods e

—

spatial data types and operations within data definition and query language

user interface extensions for graphical 1/0



GIS - Archite

o—

\

= First generation: g@\\%top of file system

== no high level data definition, no flexible
querying,

" no transaction management,....——

———

- —
_;\\\_‘_\_‘\\“

= Using a standard (mostly relational) DBMS:

« layered architecture

Integration Layer

e dual architecture

standard DBMS | |Spatial Subsys

= Layered architecture

fem




tuples, one tpl'e\per point or line segment

= DBMS handles geometriesonly as
uninterpreted byte strings; any predicate or other
operation on the exact geometry can only be
evaluated in the top layer.

= |ndexing: maintain sets of z- ee\rrrents\rﬁ" pecial
relations; index these with a B-tree. —



1. B. Brown, M. Chuiu o_f‘

2011, McKinsey Global Instituti

2. C. Bizer, P. Bonez, M. L. Bordle and O. Erllng, “The Meaningful Use of Big Data: Four Perspective —
Four Challenges” SIGMOD Vol. 40, No. 4, December 2011

3. D. Boyd and K. Crawford, “Six Provation for Big Data” A Decade in Internet Time: Symposium on the
Dynamics of the Internet and Society, September 2011, Oxford Internet Institute

4. D. Agrawal, S. Das and A. E. Abbadi, “Big Data and Cloud Computing: Current State and Future
Opportunities” ETDB 2011, Uppsala, Sweden e

5. D.Agrawal, S. Das and A. E. Abbadi, “Big Data and Cle-ud‘e‘bﬁﬁjﬁg New Wine or Just New Bottles?”
VLDB 2010, Vol. 3, No. 2

6. F. J.Alexander, A. Hoisie and A. Szalay, “Big Data” IEEEmmence and Engineering
journal 2011

7. O. Trelles, P Prins, M. Snir and R. C. Jansen, “Big Data, b’ﬁt"afe we ready’P” Nature Reviews, Feb 2011

8. K. Bakhshi, “Considerations for Big data: Architecture anW’&rospace Conference, 2012
IEEE

8. S. Lohr, “The Age of Big Data” Thr New York times Publi

10. M. Nielsen, “Aguide to the day of big data”, Nature, vol.

11. Ralf Hartmut Giting Fernuniversitat Hagen Praktische Informati




Mulhim Al-Doorli

48



